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Abbreviations

1D one dimension(al)
2D, 3D, ... two dimension(al), three dimension(al), ...
AAM active appearance model
AGC automatic gain control
AI artificial intelligence
ART adaptive resonance theory
ASM active shape model
BBF best bin first
BBN Bayesian belief network
BRDF bi-directional reflectance distribution function
B-rep boundary representation
CAD computer-aided design
CCD charge-coupled device
CHMM coupled HMM
CIE International Commission on Illumination
CMOS complementary metal-oxide semiconductor
CMY cyan, magenta, yellow
CONDENSATION CONditional DENSity propagATION
CRT cathode ray tube
CSF cerebro-spinal fluid
CSG constructive solid geometry
CT computed tomography
dB decibel, 20 times the decimal logarithm of a ratio
DCT discrete cosine transform
DFT discrete Fourier transform
dof degrees of freedom
DPCM differential PCM
DWF discrete wavelet frame
ECG electro-cardiogram
EEG electro-encephalogram
EM expectation-maximization
FFT fast Fourier transform
FLANN fast library for approximate nearest neighbors
FOE focus of expansion
GA genetic algorithm
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GB Giga byte = 230 bytes = 1,073,741,824 bytes
GIS geographic information system
GMM Gaussian mixture model
GRBF Gaussian radial basis function
GVF gradient vector flow
HDTV high definition TV
HLS as HSI
HMM hidden Markov model
HOG histogram of oriented gradients
HSI hue, saturation, intensity
HSL as HSI
HSV hue, saturation, value
ICA independent component analysis
ICP iterative closest point algorithm
ICRP iterative closest reciprocal point algorithm
IHS intensity, hue, saturation
JPEG Joint Photographic Experts Group
Kb Kilo bit = 210 bits = 1,024 bits
KB Kilo byte = 210 bytes = 1,024 bytes
KLT Kanade-Lucas-Tomasi (tracker)
LBP local binary pattern
LCD liquid crystal display
MAP maximum a posteriori
Mb Mega bit = 220 bits = 1,048,576 bits
MB Mega byte = 220 bytes = 1,048,576 bytes
MB, MB2 Manzanera–Bernard skeletonization
MCMC Monte Carlo Markov chain
MDL minimum description length
MJPEG motion JPEG
MPEG moving picture experts group
MRF Markov random field
MRI magnetic resonance imaging
MR magnetic resonance
MSE mean-square error
MSER maximally stable extremal region
ms millisecond
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µs microsecond
OCR optical character recognition
OS order statistics
PCA principal component analysis
PDE partial differential equation
p.d.f. probability density function
PDM point distribution model
PET positron emission tomography
PMF Pollard-Mayhew-Frisby (correspondence algorithm)
PTZ pan-tilt-zoom
RANSAC RANdom SAmple Consensus
RBF radial basis function
RCT reversible component transform
RGB red, green, blue
RMS root mean square
SIFT scale invariant feature transform
SKIZ skeleton by inference zones
SLR single lens reflex‘
SNR signal-to-noise ratio
STFT short term Fourier transform
SVD singular value decomposition
SVM support vector machine
TLD tracking-learning-detection
TV television
USB universal serial bus
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Symbols

arg(x, y) angle (in radians) from x axis to the point (x, y)
argmax

i

(
expr(i)

)
the value of i that causes expr(i) to be maximal

argmin
i

(
expr(i)

)
the value of i that causes expr(i) to be minimal

div integer division or divergence
mod remainder after integer division
round(x) largest integer which is not bigger than x+ 0.5
∅ empty set
Ac complement of set A
A ⊂ B, B ⊃ A set A is included in set B
A ∩B intersection between sets A and B
A ∪B union of sets A and B
A \B difference between sets A and B
A (uppercase bold) matrices
x (lowercase bold) vectors
||x|| magnitude (or modulus) of vector x
x · y scalar product between vectors x and y
x̃ estimate of the value x
|x| absolute value of a scalar
δ(x) Dirac function
∆x small finite interval of x, difference
∂f/∂x partial derivative of the function f with respect to x
∇f , grad f gradient of f
∇2f Laplace operator applied to f
f ∗ g convolution between functions f and g
F .∗G element-by-element multiplication of matrices F , G
DE Euclidean distance
D4 city block distance
D8 chessboard distance
F ∗ complex conjugate of the complex function F
rank(A) rank of a matrix A
T ∗ transformation dual to transformation T , also complex conjugate of T
E mean value operator
L linear operator
O origin of the coordinate system
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# number of (e.g., pixels)
B̆ point set symmetrical to point set B
⊕ morphological dilation
	 morphological erosion
◦ morphological opening
• morphological closing
⊗ morphological hit-or-miss transformation
� morphological thinning
� morphological thickening
∧ logical and
∨ logical or
trace sum of elements on the matrix main diagonal
cov covariance matrix
sec secant, secα = 1/ cosα
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Preface

Image processing, analysis, and machine vision are an exciting and dynamic part of cog-
nitive and computer science. Following an explosion of interest during the 1970s and
1980s, subsequent decades were characterized by a maturing of the field and significant
growth of active applications; remote sensing, technical diagnostics, autonomous vehicle
guidance, biomedical imaging (2D, 3D, and 4D) and automatic surveillance are the most
rapidly developing areas. This progress can be seen in an increasing number of software
and hardware products on the market—as a single example of many, the omnipresence
of consumer-level digital cameras, each of which depends on a sophisticated chain of
embedded consumer-invisible image processing steps performed in real time, is strik-
ing. Reflecting this continuing development, the number of digital image processing and
machine vision courses offered at universities worldwide continues to increase rapidly.

There are many texts available in the areas we cover—a lot of them are referenced in
this book. The subject suffers, however, from a shortage of texts which are ‘complete’ in
the sense that they are accessible to the novice, of use to the educated, and up to date.
Here we present the fourth edition of a text first published in 1993. We include many
of the very rapid developments that have taken and are still taking place, which quickly
age some of the very good textbooks produced in the recent past.

Our target audience spans the range from the undergraduate with negligible ex-
perience in the area through to the Master’s, Ph.D., and research student seeking an
advanced springboard in a particular topic. The entire text has been updated since the
third version (particularly with respect to most recent development and associated refer-
ences). We retain the same Chapter structure, but many sections have been rewritten or
introduced as new. Among the new topics are the Radon transform, a unified approach
to image/template matching, efficient object skeletonization (MB and MB2 algorithms),
nearest neighbor classification including BBF/FLANN, histogram-of-oriented-Gaussian
(HOG) approach to object detection, random forests, Markov random fields, Bayesian
belief networks, scale invariant feature transform (SIFT), recent 3D image analysis/vision
development, texture description using local binary patterns, and several point tracking
approaches for motion analysis. Approaches to 3D vision evolve especially quickly and we
have revised this material and added new comprehensive examples. In addition, several
sections have been rewritten or expanded in response to reader and reviewer comments.
All in all, about 15% of this edition consists of newly written material presenting state-
of-the-art methods and techniques that already have proven their importance in the field:
additionally, the whole text has been edited for currency and to correct a small number
of oversights detected in the previous edition.

In response to demand, we have re-incorporated exercises (both short-form ques-
tions, and longer problems frequently requiring practical usage of computer tools and/or
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xxvi Preface

development of application programs) into this text. These re-use the valuable practi-
cal companion text to the third edition [Svoboda et al., 2008], but also cover material
that was not present in earlier editions. The companion text provides Matlab-based im-
plementations, introduces additional problems, explains steps leading to solutions, and
provides many useful linkages to allow practical use: a Solution Manual is available
via the Cengage secure server to registered instructors. In preparing this edition, we
gratefully acknowledge the help and support of many people, in particular our reviewers
Saeid Belkasim, Georgia State University, Thomas C. Henderson, University of Utah,
William Hoff, Colorado School of Mines, Lina Karam, Arizona State University, Peter
D. Scott, the University at Buffalo, SUNY and Jane Zhang, California Polytechnic State
University. Richard W. Penney, Worcestershire, UK gave close attention to our third
edition which has permitted the correction of many shortcomings. At our own institu-
tions, Reinhard Beichel, Gary Christensen, Hannah Dee, Mona Garvin, Ian Hales, Sam
Johnson, Derek Magee, Ipek Oguz, Kalman Palagyi, Andrew Rawlins, Joe Reinhardt,
Punam Saha, and Xiaodong Wu have been a constant source of feedback, inspiration and
encouragement.

This book reflects the authors’ experience in teaching one- and two-semester un-
dergraduate and graduate courses in Digital Image Processing, Digital Image Analysis,
Image Understanding, Medical Imaging, Machine Vision, Pattern Recognition, and Intel-
ligent Robotics at their respective institutions. We hope that this combined experience
will give a thorough grounding to the beginner and provide material that is advanced
enough to allow the more mature student to understand fully the relevant areas of the
subject. We acknowledge that in a very short time the more active areas will have moved
beyond this text.

This book could have been arranged in many ways. It begins with low-level process-
ing and works its way up to higher levels of image interpretation; the authors have chosen
this framework because they believe that image understanding originates from a com-
mon database of information. The book is formally divided into 16 chapters, beginning
with low-level processing and working toward higher-level image representation, although
this structure will be less apparent after Chapter 12, when we present mathematical mor-
phology, image compression, texture, and motion analysis which are very useful but often
special-purpose approaches that may not always be included in the processing chain.

Decimal section numbering is used, and equations and figures are numbered within
each chapter. Each chapter is supported by an extensive list of references and exercises.
A selection of algorithms is summarized formally in a manner that should aid imple-
mentation. Not all the algorithms discussed are presented in this way (this might have
doubled the length of the book); we have chosen what we regard as the key, or most use-
ful or illustrative, examples for this treatment. Each chapter further includes a concise
Summary section, Short-answer questions, and Problems/Exercises.

Chapters present material from an introductory level through to an overview of
current work; as such, it is unlikely that the beginner will, at the first reading, expect
to absorb all of a given topic. Often it has been necessary to make reference to material
in later chapters and sections, but when this is done an understanding of material in
hand will not depend on an understanding of that which comes later. It is expected that
the more advanced student will use the book as a reference text and signpost to current
activity in the field—we believe at the time of going to press that the reference list is
full in its indication of current directions, but record here our apologies to any work we
have overlooked. The serious reader will note that the reference list contains citations
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Preface

of both the classic material that has survived the test of time as well as references that
are very recent and represent what the authors consider promising new directions. Of
course, before long, more relevant work will have been published that is not listed here.

This is a long book and therefore contains material sufficient for much more than
one course. Clearly, there are many ways of using it, but for guidance we suggest an
ordering that would generate five distinct modules:

Digital Image Processing I, an undergraduate course.
Digital Image Processing II, an undergraduate/graduate course, for which Digital Im-

age Processing I may be regarded as prerequisite.
Computer Vision I, an undergraduate/graduate course, for which Digital Image Pro-

cessing I may be regarded as prerequisite.
Computer Vision II, a graduate course, for which Computer Vision I may be regarded

as prerequisite.
Image Analysis and Understanding, a graduate course, for which Computer Vision I

may be regarded as prerequisite.

The important parts of a course, and necessary prerequisites, will naturally be specified
locally; a suggestion for partitioning the contents follows this Preface.

Assignments should wherever possible make use of existing software; it is our expe-
rience that courses of this nature should not be seen as ‘programming courses’, but it
is the case that the more direct practical experience the students have of the material
discussed, the better is their understanding. Since the first edition was published, an
explosion of web-based material has become available, permitting many of the exercises
we present to be conducted without the necessity of implementing from scratch. We
do not present explicit pointers to Web material, since they evolve so quickly; however,
pointers to specific support materials for this book and others may be located via the
designated book web page, http://www.cengage.com/engineering .

In addition to the print version, this textbook is also available online through Mind-
Tap, a personalized learning program. If you purchase the MindTap version of this book,
you will obtain access to the book’s MindTap Reader and will be able to complete assign-
ments online. If your class is using a Learning Management System (such as Blackboard,
Moodle, or Angel) for tracking course content, assignments, and grading, you can seam-
lessly access the MindTap suite of content and assessments for this course. In MindTap,
instructors can:

• Personalize the learning path to match the course syllabus by rearranging content,
hiding sections, or appending original material to the textbook content.

• Connect a Learning Management System portal to the online course and Reader.

• Customize online assessments and assignments.

• Track student progress and comprehension with the Progress application.

• Promote student engagement through interactivity and exercises.

Additionally, students can listen to the text through ReadSpeaker, take notes and high-
light content for easy reference, as well as self-check their understanding of the material.

xxvii
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xxviii Preface

The book has been prepared using the LATEX text processing system. Its completion
would have been impossible without extensive usage of the Internet computer network
and electronic mail. We would like to acknowledge the University of Iowa, the Czech
Technical University, the Department of Computer Science at Prifysgol Aberystwyth,
and the School of Computing at the University of Leeds for providing the environment
in which this book was born and re-born.

Milan Sonka is Director of the Iowa Institute for Biomedical Imaging, Professor/Chair
of Electrical & Computer Engineering, and Professor of Ophthalmology & Visual Sciences
and Radiation Oncology at the University of Iowa, Iowa City, Iowa, USA. His research
interests include medical image analysis, computer-aided diagnosis, and machine vision.
Václav Hlaváč is Professor of Cybernetics at the Czech Technical University, Prague. His
research interests are knowledge-based image analysis, 3D model-based vision and rela-
tions between statistical and structural pattern recognition. Roger Boyle very recently
retired from the School of Computing at the University of Leeds, England, where he had
been Head. His research interests are in low-level vision and pattern recognition, and he
now works within the UK National Phenomics Centre at Prifysgol Aberystwyth, Cymru.

All authors have contributed throughout—the ordering on the cover corresponds to
the weight of individual contribution. Any errors of fact are the joint responsibility of
all.

Final typesetting has been the responsibility of Hrvoje Bogunović at the University
of Iowa. This fourth collaboration has once more jeopardized domestic harmony by
consuming long periods of time; we remain very happy to invest more work in this text
in response to readers’ comments.

References
Svoboda T., Kybic J., and Hlavac V. Image Processing, Analysis, and Machine Vision: A

MATLAB Companion. Thomson Engineering, 2008.
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Possible course outlines

Here, one possible ordering of the material covered in the five courses proposed in the
Preface is given. This should not, of course, be considered the only option—on the
contrary, the possibilities for organizing Image Processing and Analysis courses are prac-
tically endless. Therefore, what follows shall only be regarded as suggestions, and in-
structors shall tailor content to fit the assumed knowledge, abilities, and needs of the
students enrolled.

Figure 1 shows course pre-requisite dependencies of the proposed ordering. Figure 2
shows the mapping between the proposed course outlines and the material covered in the
individual chapters and sections.

Digital Image

Processing I

UG

Image Analysis and 

Understanding

G

Computer Vision II

G

Digital Image

Processing II

UG/G

Computer Vision I

UG/G

Figure 1: Pre-requisite dependencies of the proposed five courses. UG = undergraduate course,
G = graduate course. © Cengage Learning 2015.

DIP I
DIP II
CV I
CV II
IAU

chapter
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16course

Figure 2: Mapping between the proposed course outlines and material covered in individual
chapters and sections. See course outlines for details. © Cengage Learning 2015.
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Digital Image Processing I (DIP I)
An undergraduate course.

1 Introduction

2 The image, its representation and properties

2.1 Image representations
2.2 Image digitization
2.3 Digital image properties

4 Data structures for image analysis

5 Image pre-processing

5.1 Pixel brightness transformations
5.2 Geometric transformations
5.3 Local pre-processing (except 5.3.6–5.3.7, 5.3.9–5.3.11, limited coverage of 5.3.4,

5.3.5)
5.4 Image restoration (except 5.4.3)

6 Segmentation I

6.1 Thresholding (except 6.1.3)
6.2 Edge-based segmentation (except 6.2.4, 6.2.5, 6.2.7, 6.2.8)
6.3 Region growing segmentation (except 6.3.4)
6.4 Matching
6.5 Evaluation issues in segmentation

3 The image, its mathematical and physical background

3.2 Linear integral transforms (3.2.1–3.2.4, 3.2.6 only)

14 Image data compression (except wavelet compression, except 14.9)

Practical image processing projects

Digital Image Processing II (DIP II)
An undergraduate/graduate course, for which Digital Image Processing I may be re-
garded as prerequisite.

1 Introduction (brief review)

2 The image, its representation and properties

2.4 Color images
2.5 Cameras

3 The image, its mathematical and physical background (except 3.2.8–3.2.10)

xxxii Possible course outlines
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5 Image pre-processing

5.3.4 Scale in image processing
5.3.5 Canny edge detection
5.3.6 Parametric edge models
5.3.7 Edges in multi-spectral images
5.3.8 Pre-processing in frequency domain
5.3.9 Line detection
5.3.10 Corner detection
5.3.11 Maximally stable extremal regions

5.4 Image restoration

6 Segmentation I

6.1 Thresholding – considering color image data
6.2.1 Edge image thresholding – considering color image data

6.3.1–3 Region-based segmentation – considering color image data
6.4 Matching – considering color image data

14 Image compression

14.2 Discrete image transforms in image compression
14.9 JPEG and MPEG

13 Mathematical morphology

Practical image processing projects

Computer Vision I (CV I)
An undergraduate/graduate course, for which Digital Image Processing I may be re-
garded as prerequisite.

1 Introduction (brief review)

2 The image, its representation and properties (brief review)

6 Segmentation I

6.2.4 Border detection as graph searching
6.2.5 Border detection as dynamic programming
6.2.7 Border detection using border location information
6.2.8 Region construction from borders
6.3.4 Watershed segmentation

7 Segmentation II

Possible course outlines xxxiii
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7.1 Mean shift segmentation
7.2 Active contour models

8 Shape representation and description
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9.1 Knowledge representation
9.2 Statistical pattern recognition (except 9.2.5)
9.3 Neural networks
9.4 Syntactic pattern recognition

10 Image understanding

10.1 Image understanding control strategies
10.2 SIFT
10.3 RANSAC
10.6 Pattern recognition methods in image understanding
10.9 Scene labeling
10.10 Semantic image segmentation and understanding

15 Texture

Practical computer vision projects

Computer Vision II (CV II)
A graduate course, for which Computer Vision I may be regarded as prerequisite.

2 The image, its representation and properties

2.4 Color images
2.5 Cameras

3 The image, its mathematical and physical background

3.4 Image formation physics

5 Image pre-processing

5.3.4 Scale in image processing
5.3.5 Canny edge detection
5.3.6 Parametric edge models
5.3.7 Edges in multi-spectral images
5.3.9 Line detection

5.3.10 Corner detection
5.3.11 Maximally stable extremal regions

xxxiv Possible course outlines
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11 3D Vision, geometry and radiometry

12 Use of 3D vision

16 Motion analysis

Practical 3D vision projects

Image Analysis and Understanding (IAU)
A graduate course, for which Computer Vision I may be regarded as prerequisite.

7 Segmentation II (except 7.1, 7.2)

9 Object recognition

9.2.5 Support vector machines
9.5 Recognition as graph matching
9.6 Optimization techniques in recognition
9.7 Fuzzy systems
9.8 Boosting in pattern recognition
9.9 Random forests

3 The image, its mathematical and physical background

3.2.8 Eigen analysis
3.2.9 Singular value decomposition
3.2.10 Principal component analysis

10 Image understanding

10.1 Image understanding control strategies
10.4 Point distribution models
10.5 Active appearance models
10.7 Boosted cascade of classifiers
10.8 Image understanding using random forests

10.11 Hidden Markov models
10.12 Markov random fields
10.13 Gaussian mixture models and expectation maximization

16 Motion analysis

Practical image understanding projects

Possible course outlines xxxv
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Chapter1
Introduction

1.1 Motivation
Vision allows humans to perceive and understand the world surrounding them, while
computer vision aims to duplicate the effect of human vision by electronically perceiving
and understanding an image. Books other than this one would dwell at length on this
sentence and the meaning of the word ‘duplicate’—whether computer vision is simulating
or mimicking human systems is philosophical territory, and very fertile territory too.

Giving computers the ability to see is not an easy task—we live in a three-dimensional
(3D) world, and when computers try to analyze objects in 3D space, the visual sen-
sors available (e.g., TV cameras) usually give two-dimensional (2D) images, and this
projection to a lower number of dimensions incurs an enormous loss of information.
Sometimes, equipment will deliver images that are 3D but this may be of questionable
value: analyzing such datasets is clearly more complicated than 2D, and sometimes the
‘three-dimensionality’ is less than intuitive to us . . . terahertz scans are an example of
this. Dynamic scenes such as those to which we are accustomed, with moving objects or a
moving camera, are increasingly common and represent another way of making computer
vision more complicated.

Figure 1.1 could be witnessed in thousands of farmyards in many countries, and
serves to illustrate just some of the problems that we will face.

Figure 1.1: A frame from a video of a typical farm-
yard scene: the cow is one of a number walking nat-
urally from right to left. Courtesy of D. R. Magee,
University of Leeds.
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2 Chapter 1: Introduction

There are many reasons why we might wish to study scenes such as this, which
are attractively simple to us. The beast is moving slowly, it is clearly black and white,
its movement is rhythmic, etc.; however, automated analysis is very fraught—in fact,
the animal’s boundary is often very difficult to distinguish clearly from the background,
the motion of the legs is self-occluding and (subtly) the concept of ‘cow-shaped’ is not
something easily encoded. The application from which this picture was taken1 made use
of many of the algorithms presented in this book: starting at a low level, moving features
were identified and grouped. A ‘training phase’ taught the system what a cow might
look like in various poses (see Figure 1.2), from which a model of a ‘moving’ cow could
be derived (see Figure 1.3).

Model 1 Model 2 Model 3

Front Legs 
Variation

Rear Legs 
Variation

Inter−animal 
Variation

All
Variation

Figure 1.2: Various models for a cow silhouette: a straight-line boundary approximation has
been learned from training data and is able to adapt to different animals and different forms of
occlusion. Courtesy of D. R. Magee, University of Leeds.

These models could then be fitted to new (‘unseen’) video sequences. Crudely, at
this stage anomalous behavior such as lameness could be detected by the model failing
to fit properly, or well.

Thus we see a sequence of operations—image capture, early processing, segmentation,
model fitting, motion prediction, qualitative/quantitative conclusion—that is character-
istic of image understanding and computer vision problems. Each of these phases (which
may not occur sequentially!) may be addressed by a number of algorithms which we shall
cover in due course.

1The application was serious; there is a growing need in modern agriculture for automatic monitoring
of animal health, for example to spot lameness. A limping cow is trivial for a human to identify, but it
is very challenging to do this automatically.
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1.2 Why is computer vision difficult? 3

Figure 1.3: Three frames from a cow sequence: notice the model can cope with partial occlusion
as the animal enters the scene, and the different poses exhibited. Courtesy of D. R. Magee,
University of Leeds.

This example is relatively simple to explain, but serves to illustrate that many com-
puter vision techniques use the results and methods of mathematics, pattern recognition,
artificial intelligence (AI), psycho-physiology, computer science, electronics, and other
scientific disciplines.

Why is computer vision hard? As an exercise, consider a single gray-scale (mono-
chromatic) image: put the book down and before proceeding write down a few reasons
why you feel automatic inspection and analysis of it may be difficult.

1.2 Why is computer vision difficult?
This philosophical question provides some insight into the complex landscape of computer
vision. It can be answered in many ways: we briefly offer six—most of them will be
discussed in more detail later in the book.

Loss of information in 3D → 2D is a phenomenon which occurs in typical image cap-
ture devices such as a camera or an eye. Their geometric properties have been
approximated by a pinhole model for centuries (a box with a small hole in it—a
‘camera obscura’ in Latin). This physical model corresponds to a mathematical
model of perspective projection; Figure 1.4 summarizes the principle. The projective
transformation maps points along rays but does not preserve angles and collinearity.

real candle virtual image pinhole image plane

Figure 1.4: The pinhole model of
imaging geometry does not distin-
guish size of objects. © Cengage
Learning 2015.

The main trouble with the pinhole model and a single available view is that the
projective transformation sees a small object close to the camera in the same way as

Copyright 2013 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).

Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



4 Chapter 1: Introduction

a big object remote from the camera. In this case, a human needs a ‘yardstick’ to
guess the actual size of the object which the computer does not have.

Interpretation of image(s) is a problem humans solve unwittingly that is the principal
tool of computer vision. When a human tries to understand an image then previous
knowledge and experience is brought to the current observation. Human ability to
reason allows representation of long-gathered knowledge, and its use to solve new
problems. Artificial intelligence has worked for decades to endow computers with
the capability to understand observations; while progress has been tremendous, the
practical ability of a machine to understand observations remains very limited.

From the mathematical logic and/or linguistics point of view, image interpreta-
tion can be seen as a mapping

interpretation: image data −→ model .

The (logical) model means some specific world in which the observed objects make
sense. Examples might be nuclei of cells in a biological sample, rivers in a satellite
image, or parts in an industrial process being checked for quality. There may be
several interpretations of the same image(s). Introducing interpretation to computer
vision allows us to use concepts from mathematical logic, linguistics as syntax (rules
describing correctly formed expressions), and semantics (study of meaning). Consid-
ering observations (images) as an instance of formal expressions, semantics studies
relations between expressions and their meanings. The interpretation of image(s) in
computer vision can be understood as an instance of semantics.

Practically, if the image understanding algorithms know into which particular
domain the observed world is constrained, then automatic analysis can be used for
complicated problems.

Noise is inherently present in each measurement in the real world. Its existence calls
for mathematical tools which are able to cope with uncertainty; an example is prob-
ability theory. Of course, more complex tools make the image analysis much more
complicated compared to standard (deterministic) methods.

Too much data. Images are big, and video—increasingly the subject of vision appli-
cations–correspondingly bigger. Technical advances make processor and memory
requirements much less of a problem than they once were, and much can be achieved
with consumer level products. Nevertheless, efficiency in problem solutions is still
important and many applications remain short of real-time performance.

Brightness measured in images is given by complicated image formation physics. The
radiance (≈ brightness, image intensity) depends on the irradiance (light source
type, intensity and position), the observer’s position, the surface local geometry,
and the surface reflectance properties. The inverse tasks are ill-posed—for example,
to reconstruct local surface orientation from intensity variations. For this reason,
image-capture physics is usually avoided in practical attempts at image understand-
ing. Instead, a direct link between the appearance of objects in scenes and their
interpretation is sought.

Local window vs. need for global view. Commonly, image analysis algorithms analyze
a particular storage bin in an operational memory (e.g., a pixel in the image) and its
local neighborhood; the computer sees the image through a keyhole; this makes it
very difficult to understand more global context. This problem has a long tradition in
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artificial intelligence: in the 1980s McCarthy argued that formalizing context was a
crucial step toward the solution of the problem of generality. It is often very difficult
to interpret an image if it is seen only locally or if only a few local keyholes are
available. Figure 1.5 illustrates this pictorially. How context is taken into account is
an important facet of image analysis.

Figure 1.5: Illustration of the world seen
through several keyholes providing only a local
context. It is very difficult to guess what ob-
ject is depicted; the complete image is shown in
Figure 1.6. © Cengage Learning 2015.

1.3 Image representation and image analysis tasks
Image understanding by a machine can be seen as an attempt to find a relation between
input image(s) and previously established models of the observed world. Transition from
the input image(s) to the model reduces the information contained in the image to rele-
vant information for the application domain. This process is usually divided into several
steps and several levels representing the image are used. The bottom layer contains
raw image data and the higher levels interpret the data. Computer vision designs these
intermediate representations and algorithms serving to establish and maintain relations
between entities within and between layers.

Image representation can be roughly divided according to data organization into four
levels, see Figure 1.7. The boundaries between individual levels are inexact, and more
detailed divisions are also proposed in the literature. Figure 1.7 suggests a bottom up
approach, from signals with almost no abstraction, to the highly abstract description
needed for image understanding. Note that the flow of information does not need to
be unidirectional; often feedback loops are introduced which allow the modification of
algorithms according to intermediate results.

This hierarchy of image representation and related algorithms is frequently catego-
rized in an even simpler way—low-level image processing and high-level image under-
standing.

Low-level processing methods usually use very little knowledge about the content of
images. In the case of the computer knowing image content, it is usually provided by
high-level algorithms or directly by a human who understands the problem domain. Low-
level methods may include image compression, pre-processing methods for noise filtering,
edge extraction, and image sharpening, all of which we shall discuss in this book. Low-
level image processing uses data which resemble the input image; for example, an input
image captured by a TV camera is 2D in nature, being described by an image function
f(x, y) whose value, at simplest, is usually brightness depending on the co-ordinates x, y
of the location in the image.

If the image is to be processed using a computer it will be digitized first, after
which it may be represented by a rectangular matrix with elements corresponding to the
brightness at appropriate image locations. More probably, it will be presented in color,
implying (usually) three channels: red, green and blue. Very often, such a data set will
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Figure 1.6: It is easy for humans to interpret an
image if it is seen globally: compare to Figure 1.5.
© Cengage Learning 2015.

be part of a video stream with an associated frame rate. Nevertheless, the raw material
will be a set or sequence of matrices which represent the inputs and outputs of low-level
image processing.

High-level processing is based on knowledge, goals, and plans of how to achieve those
goals, and artificial intelligence methods are widely applicable. High-level computer
vision tries to imitate human cognition (although be mindful of the health warning given
in the very first paragraph of this chapter) and the ability to make decisions according to
the information contained in the image. In the example described, high-level knowledge
would be related to the ‘shape’ of a cow and the subtle interrelationships between the
different parts of that shape, and their (inter-)dynamics.

High-level vision begins with some form of formal model of the world, and then
the ‘reality’ perceived in the form of digitized images is compared to the model. A
match is attempted, and when differences emerge, partial matches (or subgoals) are
sought that overcome them; the computer switches to low-level image processing to
find information needed to update the model. This process is then repeated iteratively,
and ‘understanding’ an image thereby becomes a co-operation between top-down and
bottom-up processes. A feedback loop is introduced in which high-level partial results
create tasks for low-level image processing, and the iterative image understanding process
should eventually converge to the global goal.

Computer vision is expected to solve very complex tasks, the goal being to obtain
similar results to those provided by biological systems. To illustrate the complexity of
these tasks, consider Figure 1.8 in which a particular image representation is presented—

Objects
or a scene

2D image

Digital
image

Regions Edgels Scale
Interest
points Texture

Image with
features

Objects

From objects to images

Image digitization

From images to features

From features to objects

Understanding objects

Figure 1.7: Four possible levels of image repre-
sentation suitable for image analysis problems
in which objects have to be detected and clas-
sified. Representations are depicted as shaded
ovals. © Cengage Learning 2015.
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1.3 Image representation and image analysis tasks 7

Figure 1.8: An unusual image representa-
tion. © R.D. Boyle 2015.

the value on the vertical axis gives the brightness of its corresponding location in the
[gray-scale] image. Consider what this image might be before looking at Figure 1.9,
which is a rather more common representation of the same image.

Both representations contain exactly the same information, but for a human observer
it is very difficult to find a correspondence between them, and without the second, it is
unlikely that one would recognize the face of a child. The point is that a lot of a
priori knowledge is used by humans to interpret the images; the machine only begins
with an array of numbers and so will be attempting to make identifications and draw
conclusions from data that to us are more like Figure 1.8 than Figure 1.9. Increasingly,
data capture equipment is providing very large data sets that do not lend themselves to
straightforward interpretation by humans—we have already mentioned terahertz imaging
as an example. Internal image representations are not directly understandable—while
the computer is able to process local parts of the image, it is difficult for it to locate global
knowledge. General knowledge, domain-specific knowledge, and information extracted
from the image will be essential in attempting to ‘understand’ these arrays of numbers.

Low-level computer vision techniques overlap almost completely with digital image
processing, which has been practiced for decades. The following sequence of processing
steps is commonly seen: An image is captured by a sensor (such as a camera) and
digitized; then the computer suppresses noise (image pre-processing) and maybe enhances
some object features which are relevant to understanding the image. Edge extraction is
an example of processing carried out at this stage.

Image segmentation is the next step, in which the computer tries to separate objects
from the image background and from each other. Total and partial segmentation may be
distinguished; total segmentation is possible only for very simple tasks, an example being
the recognition of dark non-touching objects from a light background. For example, in
analyzing images of printed text (an early step in optical character recognition, OCR)
even this superficially simple problem is very hard to solve without error. In more
complicated problems (the general case), low-level image processing techniques handle
the partial segmentation tasks, in which only the cues which will aid further high-level
processing are extracted. Often, finding parts of object boundaries is an example of
low-level partial segmentation.

Object description and classification in a totally segmented image are also understood
as part of low-level image processing. Other low-level operations are image compression,
and techniques to extract information from (but not understand) moving scenes.
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8 Chapter 1: Introduction

Figure 1.9: Another representation of Figure 1.8.
© R.D. Boyle 2015.

Low-level image processing and high-level computer vision differ in the data used.
Low-level data are comprised of original images represented by matrices composed of
brightness (or similar) values, while high-level data originate in images as well, but only
those data which are relevant to high-level goals are extracted, reducing the data quantity
considerably. High-level data represent knowledge about the image content—for example,
object size, shape, and mutual relations between objects in the image. High-level data
are usually expressed in symbolic form.

Many low-level image processing methods were proposed in the 1970s or earlier:
research is trying to find more efficient and more general algorithms and is implementing
them on more technologically sophisticated equipment, in particular, parallel machines
(including GPU’s) are being used to ease the computational load. The requirement for
better and faster algorithms is fuelled by technology delivering larger images (better
spatial or temporal resolution), and color.

A complicated and so far unsolved problem is how to order low-level steps to solve
a specific task, and the aim of automating this problem has not yet been achieved. It is
usually still a human operator who finds a sequence of relevant operations, and domain-
specific knowledge and uncertainty cause much to depend on this operator’s intuition
and previous experience.

High-level vision tries to extract and order image processing steps using all available
knowledge—image understanding is the heart of the method, in which feedback from
high-level to low-level is used. Unsurprisingly this task is very complicated and computa-
tionally intensive. David Marr’s book [Marr, 1982], discussed in Section 11.1.1, influenced
computer vision considerably throughout the 1980s; it described a new methodology and
computational theory inspired by biological vision systems. Developments in the 1990s
moved away from dependence on this paradigm, but interest in properly understanding
and then modeling human visual (and other perceptual) systems persists—it remains the
case that the only known solution to the ‘vision problem’ is our own brain!

Consider 3D vision problems for a moment. We adopt the user’s view, i.e., what
tasks performed routinely by humans would be good to accomplish by machines. What
is the relation of these 3D vision tasks to low-level (image processing) and high-level (im-
age analysis) algorithmic methods? There is no widely accepted view in the academic
community. Links between (algorithmic) components and representation levels are tai-
lored to the specific application solved, e.g., navigation of an autonomous vehicle. These
applications have to employ specific knowledge about the problem solved to be competi-
tive with tasks which humans solve. Many researchers in different fields work on related
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1.4 Summary 9

problems and research in ‘cognitive systems’ could be the key which may disentangle the
complicated world of perception which includes also computer vision.

Figure 1.10 depicts several 3D vision tasks and algorithmic components expressed
on different abstraction levels. In most cases, the bottom-up and top-down approach is
adopted to fulfill the task.

Pursuit

Shape from X
3D reconstruction

Tracking

Measurement Manipulation Recognition Navigation

Invariants
Objects detection

Image analysis
Image processing

Figure 1.10: Several 3D computer vision tasks from the user’s point of view are on the upper
line (filled). Algorithmic components on different hierarchical levels support it in a bottom-up
fashion. © Cengage Learning 2015.

1.4 Summary
• Human vision is natural and seems easy; computer mimicry of this is difficult.

• We might hope to examine pictures, or sequences of pictures, for quantitative and
qualitative analysis.

• Many standard and advanced AI techniques are relevant.

• ‘High’ and ‘low’ levels of computer vision can be identified.

• Processing moves from digital manipulation, through pre-processing, segmentation,
and recognition to understanding—but these processes may be simultaneous and
co-operative.

• An understanding of the notions of heuristics, a priori knowledge, syntax, and
semantics is necessary.

• The vision literature is large and growing; books may be specialized, elementary,
or advanced.

• A knowledge of the research literature is necessary to stay up to date with the
topic.

• Developments in electronic publishing and the Internet are making access to vision
simpler.
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